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○Why Language Model?

○What is a language model?

○Word2Vec

○GloVe

○Transformer

○BERT

Overview
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○Health Record System (EHR)

○The Office of the National Coordinator for 
Health Information Technology

○Electronic Medical Record (EMR)

○Electronic record of health-related information on 
an individual within one health care organization

○HHS Strategy on Reducing Regulatory 
and Administrative Burden Relating to the Use of 
Health IT and EHRs was released on February 
21, 2020.

Why language models?

3 https://www.healthit.gov/playbook/

https://www.healthit.gov/playbook/


Utilizing NLP for Healthcare System
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Healthcare System

EHR

Diagnoses

Treatments

NLP

Text Analysis

Information Extraction

Question Answering

Text Classification

Text Prediction



Adults aged 40-75 years with a diagnosis of diabetes with a ...

Language Modeling
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Type 1 diabetes can develop at any age

However, some people with type 1 diabetes can develop insulin resistance.

type 1 diabetes can develop in people who have a particular HLA complex.

Language Modeling
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Detail about “diabetes” can be learned from the context (e.g., semantic similarity)

𝑘 =4

𝑃 𝑤𝑡 𝑐𝑜𝑛𝑡𝑒𝑥𝑡) ∀𝑡 ∈ 𝑉

𝑃 𝑤𝑡 𝑤𝑡−𝑘 , … , 𝑤𝑡−1, 𝑤𝑡+1, … , 𝑤𝑡+𝑘)



○Word2Vec

○GloVe

○Transformer

○BERT

Language Modeling
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Mikolov, Tomas, et al. "Efficient estimation of word representations in vector space." arXiv preprint arXiv:1301.3781 (2013).

Type 1 diabetes can develop at any age

Type 1 diabetes can develop at any age



○Word2Vec

○GloVe

○Transformer

○BERT

Language Modeling
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Pennington, Jeffrey, Richard Socher, and Christopher D. Manning. 

"Glove: Global vectors for word representation." Proceedings of the 

2014 conference on empirical methods in natural language 

processing (EMNLP). 2014.

Frequent appearances 

of ice and solid



Text Analysis through Pre-trained Language Models
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Pre-trained

Language 

Model
Corpus

Input text

Results

Tasks:

• Sentiment Analysis

• Similarity

• ...



○Text Cleaning

○Lemmatization

○Tokenizer

○Semantic Similarity

Text Analysis
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https://spacy.io/



Code #1
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○Word2Vec

○GloVe

○Transformer

○BERT

Language Modeling
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Mikolov, Tomas, et al. "Efficient estimation of word 

representations in vector space." arXiv preprint 

arXiv:1301.3781 (2013).



Transformer
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https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html



○Word2Vec

○GloVe

○Transformer

○BERT

Language Modeling
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Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language 

understanding." arXiv preprint arXiv:1810.04805 (2018).

at high risk<Mask>



Text Classification
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Pre-trained

Language 

Model
Corpus

Fine-tuning on healthcare

domain datasets

Fine-tuned

Language 

Model

Input text Class



○ Structured Data

Question Answering
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Diagnose Specific Language Impairment in Children / Kaggle

Knowledge graph

https://medicalcodify.com/eh/webchart.cgi

○ Unstructured Data

Rotmensch, Maya, et al. "Learning a health knowledge graph from electronic medical records." Scientific reports 7.1 (2017): 1-11.



○Open Generative Question Answering

Question Answering
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Source: https://medicalcodify.com/eh/webchart.cgi

"What are previous diagnoses?"



○Extractive Question Answering

Question Answering
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"What is the disease of the patients?"
Source: https://medicalcodify.com/eh/webchart.cgi



○Closed Generative Question Answering

Question Answering
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"What are prevention methods for ASCVD?"

Source: https://medicalcodify.com/eh/webchart.cgi

https://www.mayoclinic.org/diseases-conditions/arteriosclerosis-atherosclerosis/symptoms-causes/syc-20350569

https://en.wikipedia.org/wiki/Cardiovascular_disease

https://www.mayoclinic.org/diseases-conditions/arteriosclerosis-atherosclerosis/symptoms-causes/syc-20350569
https://en.wikipedia.org/wiki/Cardiovascular_disease


Question Answering
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Pre-trained

Language ModelCorpus

CorpusQuestions

Answers



Code #2
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○Entailment

Text Classification
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Diagnoses 

Dataset

Heart Disease

Cancer

Diabetes

...



Code #3
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QA & Text Classification / Training

24

Unsupervised pre-training Supervised fine-tuning

Guu, Kelvin, et al. "Retrieval augmented language model pre-training." International Conference on Machine Learning. PMLR, 2020.



Code #4
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○Based on use case, different language models can be used such as 

Word2Vec, GloVe, BERT, GPT

○Pre-trained language models can be used easily and works well 

across different domains

○The latest Pre-trained language models are expensive

○The pre-trained models can be fine-tune on specific down-stream 

tasks

Conclusion
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